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Abstract

This study provides a thorough assessment
of General Purpose Large Language Models
(LLMs) on a range of financial datasets, fol-
lowed by a comparison of their performance
with models from the BloombergGPT paper.
Examining the performance of Open-llama-
7B-instruct, Llama-2-7B-chat, and OpenAl’s
GPT-3.5 in various financial NLP tasks is the
main goal of the study. The datasets include
named entity recognition, news headline classi-
fication, aspect-specific sentiment analysis, sen-
timent classification, and question-answering
over financial data. Results show the general-
purpose LLMs’ promising performance across
the datasets, highlighting their potential for fi-
nancial applications and providing insightful in-
formation for upcoming open finance research.

1 Introduction

Large Language Models (LLMs), with their re-
markable language understanding capabilities,
have been a transformative force in the finan-
cial industry, revolutionizing data-driven decision-
making and automation. Thanks to LLMs like GPT-
3.5, financial companies, and professionals now
have access to powerful tools that can automate eco-
nomic research, enhance customer service, lever-
age data to drive strategies for investment, manage
risk, uncover fraud, and optimize portfolios. Using
their capacity to analyze vast amounts of textual
data, LLMs provide essential insights from finan-
cial reports, news articles, and market sentiment
data, providing real-time, accurate information to
investors, traders, and analysts. However, there are
limitations to this emerging technology, such as
the interpretability of models, ethical concerns, and
potential data biases. To effectively use LLMs in
finance while addressing these issues, it is crucial
to do continuing research, collaborate, and employ
LLMs in the right ways. A more data-driven and
informed financial landscape will be made feasible
as a result.

3

Large language Models. The introduction
of large language models (LLMs) is a ground-
breaking advancement in natural language process-
ing (NLP). Researchers have scaled pre-trained lan-
guage models (PLMs) by increasing model size or
data size, improving model performance on down-
stream tasks. Significant research and applications
in many areas, including NLP, information retrieval,
and computer vision, have been sparked by LLMs.
Large parameter size LLMs, such as GPT-3 (Brown
et al., 2020) and PaLLM (Chowdhery et al., 2022),
demonstrate startling emergent skills, addressing
complicated problems that smaller PLMs are un-
able to. Notably, ChatGPT, based on GPT-4 (Ope-
nAl, 2023), exhibits an amazing capacity for hu-
man dialogue.

A recent publication proposes GPT-4 as a pro-
totype for an AGI system (Bubeck et al., 2023).
Research in numerous Al fields is revolutionized
by LLMs’ quick development. LLMs play a sig-
nificant role in general-purpose language problem-
solving in NLP, which has caused a paradigm shift
in research approaches. LLMs like ChatGPT are
posing a threat to established search engines, and
initiatives like New Bing have aimed to improve
search results by utilizing LL.Ms. To enable mul-
timodal dialogues, researchers in the Computer
Vision field are working to create vision-language
models similar to ChatGPT. GPT-4 has facilitated
the integration of multimodal input by including vi-
sual data. This wave of technological development
could support a vibrant ecosystem of LLM-based
real-world applications. Notably, OpenAl makes
use of ChatGPT plugins to enable specialized func-
tionalities, whereas Microsoft 365 integrates LLMs
like Copilot to automate office tasks.

However, there are still certain issues to be re-
solved, such as comprehending the underlying the-
ories driving LLMs’ enhanced abilities, the high
computational cost of training, and addressing po-



Table 1: Dataset Information. This table provides details about various datasets used in the study, including their

names, types, and sizes for training, validation, and testing.

Dataset Size

Dataset Name Type Train Valid Test
FPB Sentiment Classification 3488 388 969
FiQA SA Sentiment Analysis 822 117 234
Headline News Headlines Classification 7989 1141 2282
NER Named Entity Recognition 932 232 302
ConvFinQA Question Answering 900 180 320

tential dangers associated with the creation of dam-
aging content. Despite these difficulties, LLMs
have the potential to bring revolution.

Large Language Models in Finance:
BloombergGPT (Wu et al., 2023) is a large
language model with 50 billion parameters that
was trained using a massive dataset of 363B
tokens derived from financial data sources and
an additional 345B tokens from general-purpose
datasets. Without losing its performance on general
LLM benchmarks, BloombergGPT surpasses
previous models on financial benchmarks when
tailored to financial activities. This model is an
invaluable tool for a variety of financial technology
applications, including sentiment analysis, named
entity recognition and question answering due to
its accuracy and domain-specific expertise.

Given that BloombergGPT was created and op-
timized specifically for financial activities, it is in-
triguing to consider how general-purpose LLMs
would perform in similar downstream financial ap-
plications.

In order to do that, we plan to compare general-
purpose LLMs’ ability for handling financial
tasks, and then compare their performance to
BloombergGPT. We test these models on a vari-
ety of downstream finance tasks to investigate their
advantages, disadvantages, and future applications
in the financial sector.

2 Datasets for benchmarking

In this section, we provide details on the datasets
used in our research to evaluate the performance
of various Large Language Models (LLMs) on
finance-related tasks. These datasets have been
carefully curated to represent different aspects of fi-
nancial sentiment analysis, opinion-based question
answering, named entity recognition, and numeri-
cal reasoning over structured financial data.

A. FPB (Financial Polar Sentiment Dataset):

This dataset (Malo et al., 2014) comprises
4840 sentences extracted from English lan-
guage financial news articles, annotated with
polar sentiment labels. The sentences are cat-
egorized based on the agreement rate of 5-8
annotators, ensuring diverse and reliable sen-
timent annotations.

. FiQA SA (Financial Question Answering

Sentiment Analysis Challenge): This dataset
(Macedo Maia, 2018) involves predicting
aspect-specific sentiment in English financial
news and microblog headlines, released as
part of the 2018 challenge on financial ques-
tion answering and opinion mining. Although
the original dataset had continuous sentiment
annotations, we convert it into a classifica-
tion setup, with negative, neutral, and positive
classes. Similar to our approach with the FPB
dataset, we create our own data splits, incorpo-
rating both microblogs and news and evaluate
the model’s performance using a 5-shot setup,
reporting the weighted F1 score.

. Headline Dataset: This dataset (Sinha and

Khandait, 2020) facilitates a binary classifica-
tion task to determine whether a news head-
line in the gold commodity domain includes
specific information. Human-annotated, the
dataset consists of English news headlines
about "gold" with tags such as "price up,"
"price down," "price stable," "past price," "fu-
ture price," "past general," "future general,"
and "asset comparison". Each tag is trans-
formed into a question, and performance is
evaluated using a 5-shot setup with an average
weighted F1 score.

. NER (Named Entity Recognition) Dataset:

This dataset (Salinas Alvarado et al., 2015)
involves named entity recognition on finan-
cial data collected for credit risk assessment



Table 2: Evaluation results (accuracy) of Llama 7B and Open Llama 7B on Common Sense QA datasets

Model hellaswag truthfulga mc mcl arc challenge openbookqa
LLaMA 7B 0.56 0.21 0.68 0.29
OpenLLaMA 7B 0.53 0.23 0.72 0.30

Table 3: Performance comparison between Llama-2, Falcon, and MPT 7B and GPT 3.5 175B models on Common

Sense QA dataset evaluation

Model MMLU TriviaQA Hellaswag OpenbookQA Winogrande
MPT 7B 26.8 59.6 76.4 51.4 68.3
Falcon 7B 26.2 56.8 74.1 51.6 66.3

Llama-2 7B 453 68.9 77.2 58.6 69.2
GPT 3.5 175B 70 - 85.5 - 81.6

from financial agreements filed with the SEC.
Annotated with entity types following the
CoNLL format, including PER, LOC, ORG,
and MISC, the dataset focuses on predicting
named entities in few-shot setups. Sentences
without any entities and MISC tags are ex-
cluded, and entity-level F1 scores are reported
with a 9-shot setup.

E. ConvFinQA (Conversational Financial
Question Answering) Dataset: This dataset
(Chen et al., 2022) challenges models to an-
swer conversational questions based on SP
500 earnings reports containing textual and
structured financial data. The task requires
numerical reasoning, an understanding of fi-
nancial concepts, and relating follow-up ques-
tions to dialog turns. The model receives the
entire gold conversation as input and context,
and exact match accuracy on the public devel-
opment set is reported.

These diverse and carefully curated datasets (ta-
ble 1) provide comprehensive evaluation scenarios
for LLMs in finance-related tasks, enabling us to
assess their capabilities, strengths, and limitations
in the financial domain.

3 Model

Open llama 7B open instruct model: A model uti-
lized in this study is open-llama-7B-open-instruct
by VMware, which is an instruction-tuned version
of the pretrained Open Llama 7B (Geng and Liu,
2023) language model. The Open Llama mod-
els represent a permissively licensed collection of
open-source replicas derived from Meta AI’s es-
teemed LLaMA large language model. In the pur-

suit of disseminating advanced language capabil-
ities to the research community, they introduced
a set of meticulously crafted models: the 3B, 7B,
and 13B variants, all of which have been rigor-
ously trained on an extensive dataset comprising
1 trillion tokens. The Open Llama models were
evaluated on various evaluation datasets using Im-
evaluation-harness (Gao et al., 2021) powered by
Eluther AI. The evaluation results (table 2) show
that Open Llama models perform almost as good
as the Llama models (Touvron et al., 2023) trained
by Meta.

Using the Alpaca prompt template, the Open
llama 7B model was improved with a focus on
instruction-based learning. This instruct model’s
training data comes from the Open-instruct-vl
dataset (oas, 2023), which also contains the oasst,
dolly, and hhrlhf datasets.

We aim to investigate the performance of this
instruction-tuned model on financial datasets and
assess its efficiency in comparison to existing finan-
cial language models in the field.

Llama-2 7B chat model: Llama 2 is a family of
large language models (LLMs), a collection of pre-
trained and fine-tuned generative text models with
parameter scales ranging from 7 billion to 70 bil-
lion. It is the succession of Meta’s Llama model se-
ries. It was trained on 40% more data than the first
Llama model series. The Llama-1 models were not
open-source, but the Llama-2 models are. That’s
why we have chosen the Llama-2 models for our
research. Also, Llama-2 models have demonstrated
superior performance (table-3) than most models
in various benchmarks and hold their ground in
human evaluations for helpfulness and safety, com-
parable to popular closed-source models like Chat-
GPT and PaLLM. In this study, we specifically focus



Table 4: Comparison of accuracy between general purpose LLMs and Financial LLMs

Model FPB

FiQA SA Headline NER (9-shots) ConvFinQA (1-shot)

Open llama 7B instruct 56.34  70.91 83.36 49.08 -

Llama-2 7B chat 7297  47.93 45.88 23.02 -

GPT-3.5175B 4762  77.53 87.21 58.14 -
BloombergGPT 50B  51.07  75.07 82.20 60.82 43.41
BLOOM 176B 50.25  53.12 76.51 55.56 36.31

on the 7B fine-tuned model known as Llama-2-
Chat, optimized for dialogue use cases.

Regarding training data, Llama 2 was pretrained
on an extensive dataset of 2 trillion tokens derived
from publicly available sources. For fine-tuning,
both publicly available instruction datasets and over
one million new human-annotated examples were
used.

GPT-3.5 Model: The GPT-3.5 language model
is a very powerful and cutting-edge generative text
model created by OpenAl. This model, which has
an incredible size of 175 billion parameters, is
made to perform well in a variety of natural lan-
guage processing (NLP) applications. The GPT-3.5
model demonstrates extraordinary ability in com-
prehending and producing language that is similar
to that of humans by utilizing substantial pretrain-
ing on a large corpus of heterogeneous text data
and fine-tuning on human-annotated instruction
data. It has demonstrated remarkable performance
across a range of benchmarks and has been widely
used in a variety of applications, including chatbots,
language translation, and question-and-answer sys-
tems. The GPT-3.5 model, which pushes the limits
of language creation and understanding and opens
up new possibilities for Al-driven language appli-
cations, is seen as a turning point in the field of
NLP. OpenAl has performed evaluation (OpenAl,
2023) on different common sense QA datasets, and
the result (table 3) is really promising.

4 Results & Analaysis

In this study, we assessed the performance (table-4)
of three cutting-edge language models on a vari-
ety of financial datasets: Open-llama-7B-instruct,
Llama-2-7B-chat, and GPT-3.5. We compared their
findings to those published in the BloombergGPT
paper, which serves as a reliable benchmark in the
financial industry. To ensure accurate results, the
experimental design used cross-validation methods
and hyperparameter adjustment. When using fi-
nancial data, privacy, and security measures were

scrupulously adhered to, and ethical issues were
taken into account. The outcomes are thoroughly
examined in the section that follows, which clarifies
how well the language models perform in ensuing
financial tasks.

Open llama 7B open instruct model results: In
this study, we conducted a comprehensive evalua-
tion of the Open-llama-7B-instruct language model
using our curated datasets. Our assessment fo-
cused on assessing the model’s F1 score in perform-
ing various financial tasks, except for ConvFinQA,
we used exact match accuracy evaluation for this
dataset. Notably, we observed an impressive score
of 56.34% in the FPB dataset, 70.91% in the FiQA
dataset, 83.36% on the Headline dataset, 49.08%
on the NER dataset, and finally, (pending) exact
match accuracy in the ConvFinQA dataset.

Llama-2 7B chat model results: In the context
of our research, we rigorously evaluated the Llama-
2 7B chat model on our curated financial datasets.
Through extensive experimentation, we assessed
its proficiency in handling various financial lan-
guage tasks. Remarkably, the model demonstrated
notable performance, achieving a remarkable F1
score of 72.97% in the FPB dataset, 47.93% in
the FiQA dataset, 45.88% on the Headline dataset,
23.02% on the NER dataset, and finally, (pending)
exact match accuracy in the ConvFinQA dataset.

GPT 3.5 model results: We also conducted a
comprehensive evaluation of the GPT-3.5 OpenAl
model using our curated datasets. Our assessment
focused on assessing the model’s F1 score in per-
forming various financial tasks. We observed a
score of 47.62% in the FPB dataset, 77.53% in
the FiQA dataset, 87.21% on the Headline dataset,
58.14% in the NER dataset, and finally, (pending)
exact match accuracy in the ConvFinQA dataset.

We have observed the performance of vari-
ous language models on different financial tasks.
Notably, GPT-3.5 exhibited outstanding results,
outperforming other models on the FiQA sen-
timent analysis (SA) and Headline datasets.



BloombergGPT and Open llama 7B instruct
achieved competitive scores. Conversely, for the
FPB task, the Llama-2 7B chat model demonstrated
a remarkably high score, surpassing other models,
while the Open Llama 7B instruct model closely
followed with the second-best accuracy. Open
Llama model achieving really good scores in the
classification tasks symbolizes its expertise in those
tasks. Also, these findings suggest that Llama mod-
els excel in sentiment and other classification tasks.

Regarding Named Entity Recognition (NER), a
token classification task, Bloomberg GPT, GPT-3.5,
and Bloom 176B showcased competitive results,
with Bloomberg GPT achieving the highest accu-
racy of 60.82%. However, it is noteworthy that
the Llama models struggled to deliver satisfactory
scores in the NER task. This disparity in perfor-
mance can partially be attributed to the fact that
the Open Llama 7B instruct and Llama-2 7B chat
models have a smaller parameter size of only 7B,
which may affect their performance compared to
larger models.

The most significant observation of our research
lies in the remarkable performance of general-
purpose LLMs on financial datasets. Surprisingly,
in some cases, these LLMs even outperformed spe-
cialized financial LLMs on financial tasks. This
finding highlights the versatility and potential of
general-purpose LLMs to excel in various domains,
including finance.

5 Conclusion

This research emphasizes how Large Language
Models (LLMs) have revolutionized process au-
tomation and data-driven decision-making in the
finance industry. Our analysis of state-of-the-art
general-purpose language models, such as Open-
llama-7B-instruct, llama-2-7B-chat, and GPT-3.5-
OpenAl, on carefully curated financial datasets,
demonstrated their outstanding performance in di-
verse financial tasks. Although, due to limited
computational power, we focused our research on
smaller models to provide valuable insights within
our constraints. However, the results have given
us some valuable insight into how general-purpose
IIms can perform almost as good as financial 1lms
and in some cases can outperform them.
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